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Executive Summary

The purpose of this deliverable is pwovide a review of the statef-the-art optical data plane
technologieemployedn currentData CentréNetworks (DCNSs) or havingpotential to bemployedn
future DCNs, as well assome performance comparison analyBs these technologiesThis
deliverable aims tgrovide inputto the architecture design WP1 and data plane device/element
developmeriselectionin WP2

In Section2, this deliverablediscussegigures of merit relevantto DCN performancewhich are used
in Sectiors 4, 6, and 7 to comparethe performance of each technologyhen, different optical
elementsn the DCN data plangincludingfibres, interfacing componentandoptical transceiversare
investigated texploretheir capabilities to meet the DOMquiremerg andtheir potential advantages
for usein future DCNs. Finally an initial DCN architecture with optical technologies is presented a
starting point for the DCN architecture desigvhich will be addressed in detail in deliverablé.4
AAr chit ect),and som®systeim tpvpdrformancevaluatios are also presented

Legal Notice
The information in this document is subject to change without notice.

The Members of the COSIGN Consortium make no warranty of any kind with regard to this document,
including, but not limited to, the implied warranties of merchantability and fitness for a particular
purpose. The Members of the COSIGN Consortium shall not be held liable for errors contained herein or
direct, indirect, special, incidental or consequential damages in connection with the furnishing,
performance, or use of this material.

Possible inaccuracies of information are under the responsibility of the project. This report reflects
solely the views of its authors. The European Commission is not liable for any use that may be made of
the information contained therein .
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1 Introduction

COSIGN introducesnovel optical networking solutions which facilitate the shift from a hardware
centric DCN to a software centric one. In that respibet technologies developed tine data plane
will support theenvisioned flexible, virtualized and ulthagh capacity DC networks. Theiftho a
software defined DCN togethewith the ever increasing demand for bandwidth and connectivity
requires major changes to the networkingrastructure. The following breakthrougbptical
technological solutions will be developed withiWP2 to support the vision of an integrated,
automatic, and optimized DCN solution:

1 Optical SwitchesA flattened software defined mesh network topology based on large port
count and low loss free space BBam steering switches for interconnecting TOR switches
will be developed. The project will also explsemiconductor InP switches with very fast
reconfiguration timegns scaleps a long term solution.

1 Fibres. Develop and fabricate the specialist interconnectibres as required to realize the
project subsyems andfinal system trialsi likely requirements include Multicoréibres
(MCFs), polarization maintaining MCFs andw-latency hollowcore photonic band gap
fibres (HC-PBGF). MCF interfaces will be explored to enable flexii@eonfiguration of the
logical network connectivity on top of the installed physical network based on dipéien
multiplexing. To tackle the subject of latency in large DCNs;PEBISFs will be developed to
reducepropagation delays (30% reduction over conventitibats).

This ckeliverable complements deliverabl®1.3 fiComparative Analysis ofControl Plane
Al t er n apravidirg simput to COSIGN data plane and control plane technology
selection/developmemespectively More specifically, is deliverablgorovidesa review of the state
of-the-art opticaldata planetechnologiesemployedor having potential to beemployedin DCNs,
which could provide inputto the architecture design WP1 and data planeptical device/element
developmentn WP2 Also, thetechnologies which will be leveraged by COSI@M also influence
choices to be made in the control plane developed by WP3.

Starting from therequirements defined iD1.1i Requi r ement s f or-DadtbeCenire Gener ¢
Net wor k s, a d@eéngiong fighires of merit relevant toDCN performancés presentedwhich

are used inSectiors 4, 6, and 7 to comparethe performance of each technology. Thdifferent

optical network elementsin the DCN data plane, including opticdibres, transceiversand some

interfacing components, are investigated to show tt@inponerdevel featurestapabilitiesand gaps

to meet the DCNequiranens. Also, somesystem leveperformancef DCN architecture with optical
technologieds analysedas a starting poinfor the DCN architecture desigaddressed in detail in
deliverableD 1.48 Ar chi Deec g oo e

1.1 Reference Material

1.1.1 Reference Documents

[1] COSIGNI Deliverable D1.1Requirements for Next Generation inData Centre
Networks Design

[2] COSIGNI Deliverable D1.3: Comparative Analysis of Control Plane Alternatives

[3] COSIGNI Deliverable D14: Architecture design

1.1.2 Acronyms and Abbreviations

Most frequently used acronyms in the Deliverable are listed below. Additional acronyms can be
specified and used throughout the text.

ADC Analogue to Digital Converter
API Application Programming Interface
AWG ArrayedWaveguideGrating
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BMR Burst Mode Receivers

BVT Bandwidth Variable fansceivers
CapEx Capital expenditures

CDR Clock and Data Recovery

CFP C Formfactor Pluggable

CO-OFDM Coherent Optical Orthogonal Frequerigivision Multiplexing
CO-WDM Coheremn Wavelength Division Multiplexing
CP Control Plane

CWDM CoarséNavelength Division Multiplexing
DAC Digital to Analogue Converter

DC Data Centre

DCN Data Centre Network

DEMUX Demultiplexer, demultiplexing

DFB Distributed Feedbadaser

DMGD Differential Mode Group Delay

DSP Digital Signal Processing

EON Elastic Optical Networking

EPS Electrical Packet Switch

ER Extinction Ratio

FCoE Fibre Channel over Ethernet

FEC Forward error correction

FMF FewModeFibre

FM-MCF FewMode Multi-CoreFibre

FTL Fast Tuneable Lasers

HA High Availability

HC-PBGF Hollow-Core Photoni®andGap Fibre
HPC High Performance Computing

IC IntegratedCircuit

InP Indium Phosphide

IFFT InverseFast FouriefTransform

ISI Intersymbollnterference

LP Linearly Polarized

MCF Multi-Core Filre

MEF Multi-Element Fibre

MEMS Micro-ElectroMechanical Systems
MIMO Multiple Inputi Multiple Output

MLF Multi-ElementFibre

MMF Multi-Mode Filye

MPO/MTP Multiple-Fibre PushOn/Pultoff

MTBF Mean Time Between Failures

MTRJ Mechanical Transfer Registered Jack
MTTR Mean Time TdRepair

MUX Multiplexer, multiplexing

NAS Network Attached Storag

NIC Network Interface Card

OAM Orbital Angular Momentum

OAWG Optical Arbitrary WaveformGeneration
OBS Optical Burst Switch

OpEXx Operating Expenditure

OPS Optical Packet Switch

OSNR Optical SignalTo-Noise Ratio

OXS Optical Cross Point Switch

PLC Planar Waveguide i€uit

PLZT Lead lanthanum zirconate titanate
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QoS Quality of Service

QSFP Quad Small Forriractor Pluggable
ROADM Reconfiguable Optical Add/Drop Multiplexer
RRC Root raised cosine

RTT Round Trip Time

RWIN Receive Window

SDE Software Defined Environments
SDM Spatial Division Multiplexing

SDN Software Defined Networking

SE Spectral Efficiency

SMF SingleModeFibre

SOA Semiconductor Optical Amplifier
SSE Spatial Spectrum Efficiency

TCP Transmission Control Protocol
TDM Time-Division Multiplexing

TFB Tapered fibre bundle

TFP Time FrequencyPacking

TIA Transimpedance Amplifier

TMC Tapered multicore connector

ToR Top of the Rack

VCSEL Verticalcavity Surfaceemitting Laser
VM Virtual Machine

WDM WavelengthDivision Multiplexing
WSS Wavelength Selectivev@tch

1.2 Document History

Version Date Authors Comment

00 01/09/2014 TOC first draft

01 01/11/2014 TOC ready and section assignment finished

02 01/12/2014 First round contribution

03 23/12/2014 Second round contribution

04 09/01/2015 Integrated version for review

05 15/08/2015 Restructuredadded new Section 6

06 25/08/2015 Version readyor internalreview

1.0 01/092015 Proofed, edited, reviewer comments addressed
1.1 11/09/2015 Minor correction + added reference
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2 Figuresof Merit Discussion

This section will briefly introduce the definition of figures of merit for DCNs. Also, we
analy®/indicate what kind of data plane elements/devices and their features (especially the optical
devices whichCOSIGN will investigate i.e., fibre, fast switch,and highradix switch) would have
impacton thesefigures of merit.

2.1 Power Effectiveness

With the datacentré growth due taconstant increase in traffic, the power consumption of -shéita
centrenetworks becomes extremely important. Dagatres are responsible for 18% of the ICT carbon
footprint, or around 0.5% of the total world carbfmotprint [greenICT]. Therefore, it is of great
importance to be able to determine howana givendatacentreis, both in general and with respect

to the different components that contribute to the overall power consumption. It has been
demonstrated ifenergyDCN1Q] that in a typical Google datentredepending on the utilization of

the servers, the fraction of power consumed by the network can vary from around 20% at full server
utilization up to 50% when the servers are utilized at 15%. Thus, the network architotlithe
equipment used significantly affect the overall energy efficiency of@ataes. In order to be able to

do comparative analysis of different network architectures, properly defined natiteeded. For

any intradatacentrenetwork, the overall power consumption of tban be described as follows:

o o 2 § b 2§
whered is the total power consumed by the DGN, is the total number of transceivers
used, each with power consumptionvof , andy is the total number of switch
ports, each contributing with power consumptiom of . It is important to nte that the power

per switch port includes the control overhgaal, the power of control modules or fans installed in the
switch chassis, shared among all the switch ports in that chassietworks that use electronic
switches, the number of transesis will be relatively high, since electrical switching requires
optoelectronic conversion at each step. On the other hand,-tiotihal architectures, this component
completely disappears. With respect to the switch power consumption, optical svatcisesne
relatively low power compared to electrical switches, but might have some limited functionalities. For
different network architectures, this relation will have a different form. For -#refat network
architecture based on Ethernet switches, dhmdilation reduces to:

0 12020 Vz0(z0

whereN is the number of servers in the datntre It is clear that every time a server is added that
results with additional 4 transceivers and 5 switch ports. Typical power consumption of a 10G
transceiver is 1W, while the average 10G switch port power consumption, including overhead can
reach 28B0W. (oing from 10G to 40G and 100G, resuitsalmost linear increase of the power
consumption of the Ethernet switch, since switching in the electrical domain is performed on each
channel carrying lower data rate. A hybrid network architecture based on Ethsitobes at access

level and optical switches in the remaining part of the DCN and a fully optical DCN would consume:

0 620 620 0 2§
0 0 z2 0

whereN is the number of servers in the daéantre 0 is the power consumption of a
single Ethernet switch port aid is the number of optical switch ports, each with
power consumption dj . It can be seen thdhe hybrid architecturewill be more
energy efficient than the fatee architecture, if the power contribution of the optical switches
including any control overhead is lower tt@h 0 z 0 12020 . For
comparison, opticakwitches usually consume aroundl@W per port including overheaénd
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switching 40G or 100G WDM signals would still require the same amount of power, as in the case of
single channal unlike Ethernet switchinpppticalDCN2013 .

Furthermore, n fattree architecture where each switch has the same, thdixnumber of switches
required for full interconnection increases radically when increasing the number of servers supported.
If we assume a DCN composed of J@@0 servers, connéey them in a tief3 fat-tree would require

6,845 switches with a radix of 72. If we ignore practical realizations and focus on the power per input
port of a standard Ethernet switighowereth-switch, then assuming 12W per switch port and 1W for
transceiver power consumptiothis adds up toa total power consumption of 13W per pois

defined in Sectior2.], it can be calculated that this leadsattotal power consumption of arouid?

million W. For comparisorthe Polatis 192192 switch consumes only 75Winisa® ¥/SS consumes

50W for different port ratigsand a standardx2 TDM switch consumes around 1W. If we make a
general comparison, in order to consume the same amount of power a DCN would have to have
deployed 531350ptical switche®f each kind. Since theolatis switch itself is a high radix switch, by

just using this type of switch in an optical DCHInly around 140 switcheaould be requiredThis
demonstrates that optics can greatly contribute to reducing the power consumption in a data centre
and furthermoreby exploiting the different optical switching technologies it can enable energy
efficient operation by still providing flows with different granularity and flexible bandwidth allocation

for optimized resource allocation.

2.2 Network Latency

As the primary locus of data moves from disk to flash or even DRAM, the network is becoming the
primary source of latency in remote dataessNetwork latencyis an expression of how much time it
takes for a packet of data to get from one point to ano®everal factors contribute twetwork
latency, including not only the time it takes for a packet to trawéhe cable butalso the timehe
equipmentswitchusego transmit receive buffer,andforwardthe packet.

Total packet latency is the sum of all of the path latencies aalll thie switchlatencies encountered

along the routdéusually reported aBRTT, Round Trip Time)A packet that travels ovet links will
passghroughNT 1 s wi t ¢ h e sN for dnigiven\packeundl vanyfdependiran the amount of

|l ocality that <can be expl o ipatternd the topologynof thepmetworkec at i ot
the routing algorithm, and the size of thetwork. However, when it comes to typical case latency in a
largescaledata centrenetwork, path latency is a very small part of total latency. Total latency is
dominatedby the switch latencwhich includes delays due to buffering, routing algoritomplexity,

arbitration, flow control, switch traversal, attte load congestion for @articular switch egress port.

Note that these delays are incurred at every switcthénnetwork and hence these delays are

multiplied by the hop count.

One of hepossibleways to reduce hogount is to increase the radix oktewitchesincreased switch
radix also meansfewer switches for a network of a given size ahérefore a reduced CapEx cost.
Reduced hopcount and fewer switches also lead remluced power consumption. For electrical
switches,there is a fundamental tradff due to the poor scaling of both signal pins and gaer
bandwidth.For examplepne could choose to utilize more pins per port which resuidower radix

buta higher bandwidth per porAnotheroption is to use fewepins per port which would increase the
switch radix, but the bandwidth of each port wowdffer. Photonics may lead to a betsetution
namely the bandwidth advantage daespatial/spectrundivision multiplexing and the tighter signal
packaging densitgf optics i.e., high-radix switches are feasible without a corresponding degradation
of port bandwidth.

2.3 Capacity and Throughput

In networking, throughput is defined as the average amount of traffic that can be tranisetiiteen
two given nodes. Throingut is differentfrom capacity because capacity defines the theoretical
capacity of the communication lifgath while the throughput defines the actual traffic that can be
transmitted over the lidgath
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Many factorsimpact the DCN capacity and throughpur exampleserveror switch interface
connectivity/topology andlow controlioptimization strategy(e.g., routing algorithm, congestion
control method)Some of them are listed as follows:

9 Capacity of interfaces and links.g., NICs, cables)

1 Average number of links for the path

1 Switch dimension

1 EPS forwarding capability

1 Oversubscription ratio for different layesad topology design

1 Traffic patterns

Regarding the interfaces and link capadity trend tavardsmore powerfuimulti-coreservers server
virtualization with high density of VMs per server, VM mobility and big dataaaelerating the need
to increaseconnectivity from GbE/10 GbE, to 40 Gli#hd even100 GbE. Also, more than 10GbE
connectivity will povide support for unified storage networgibbased on NAS, iISCS&nd Object
Storage System§DCtraffic-13] depicts the forecast for the server datis inside the data centres by
Intel and Broadcomand t is estimated that by 201the majority of Ethernet transceivers will be
based on 40G modules.

Generally,bisection bandwidth under random permutation traftiold be usedsa metricto estimate
topology capacitySpecifically bisection bandwidtimeasures the worstise bandwidth between two
equaisize partitions of the networKhis can be normalized to a value between 0 and 1 by dividing it
by the total linerate bandwidth of the servers in one partition.

To measuwe the throughput of a given networkaverage rate of successfoessagelelivery over
acommunication chanhéphysical or logicalink) or networkare always employedvhichmeans the
amount of traffic that a meork can acceppertime unit. The throughput is usually measuredits

per secondbit/s or bpg, and sometimes idata packetper second odata packetper time slotFor

thelatter, the throughputan be calculated as follows:

RWIN
RTT

where RWIN is the TCP Receive Window and RTT isrhwendtrip timefor the path. The Max TCP
Window size in the absence BEP window scale optiois 65,535hytes

Throughput <

We also needo consider thespectrumand coskfficiency of an optical network under physicalyar
impairments. Physical layesffects are incorporated in the definition thie feasible transmission
configurations of the transponders, describedrbte-reachgrid-spectruracos) tuples[transponder
ofc-2013 . For examplewe consider a bandwidth variable trpoader(BVT) with two flexibility
degrees, enabling: (a) the selection of the modulation format and (b) the choice of the siegtrum
use (in cotiguous spectrum slotsBy adapting these, the flexible transponder can be tuned to transmit
at a specific rate over a specific reaghing a specific amount of spectrum (in slots) and requiring a
specific guard band (ithe spectrum) from the spectruadjacent connections to exhibit acceptable
transmission quality. The cost parameter is usedlifferent types of transponders with different
capabilities. Note that the rate/spectrum parameters of a tuple incorporate the choice of the t
modulation formabf the transmissian

2.4 Scalability

The DCN data plane should support laigmale dataentres and allow the existing dat&ntreto grow

in a structured mannewith simple andrepeatable design®oth in number of servers, deployed
workloads, supported amaouaf traffic, etc. Also, DCN scaling needs to be linedor performance,
andwith scale benefit of cost ampbwerconsumption

Achieving this challenging goah DCN includesthefollowing aspecs:

1 Easy saling upof architecture desigwith modular subsystem (e.g., rack/cluster/pad)this
allows more price/performance linearity
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i Extending or stretching the addressing of a network using open standards to embrace
workload mobility across increased geographic distances and largeedatfacilities.

I Scaling the manageability and operational capabilities of the network infrastructure in the data
centrenetwork so that administrators can effectively provision and manage a larger number of
systems. Additionally provide increased visibility the network, and all of the devices that
are required to deliver IT services. This includes integration with automation systems via open
and extensible APIs.

I Topologies must continue to selfganize and selfieal while converging quickly in the event

of link or node failure.So, technologiegnabing full utilization of tre availablebandwidth

under network failur@rd adapting topology changeith running services are needed

2.5 Flexibility

A desirable feature of any DCI¢ flexibility in resource allocatin as well as the possibility to
dynamically reconfigure the network equipment based on traffic demands. Establishing connections
with different granularity allows for an effective use of the resources, matched to the actual
requirements and increased bardth utilization that directly translate to lower network cost. With
respect to the overall flexibility of a DCN it is necessary to consider the performance parameters of the
switches used (such as insertion loss, switching speed, bit rate dependeratyoradebandwidth,

etc.) as well as the network requirements for the switching devices (such as port count, scalability,
blocking, etc.)An Ethernetswitch has packet granularity and enables good bandwidth utilization for
subwavelength granularity demds; however it is ineffective when large chunks of data have to be
transmitted, becaugmcket parsing angrocessing at each switch causes increased latency. Deploying
optical switches that can operate at different granularities and switch in different dimensions (space,
wavelength, time, etc.) can enable better resource utilization and accommodate conmetttions
different bandwidth requests. In orderimaprove the DCNiexibility, it is necessary to look into the
specifications of these switches.

Connections that require only a fraction of a wavelength could share the resource ihéreéore a
minimumrequirement of an optical switaperaing at subwavelength granularity is th#terise and

fall time arein the order ofa few nanosecond#eavinga small fraction of the bandwidth unusedhe

switch reconfiguration periocElectreoptic LiNbO-basedswitches, SOAased switches and PLZT
switches have been demonstrated to operate with switching speed ranging from hundreds of
picoseconds to only few nanoseconds and could easily be used forauelength switching.
Furthermore, they can operate wittsértionlossesof 0 dB for SOA-based switches up te3dB loss

for LINbO-based switches and PLZT switches and have size in the order of millimetres to centimetres.
Connections that require a full wavelength capacity could be established by allocatiwhoike
wavelength for a more loAgrm communication link, therefore the switching speed could be slower,
since reconfiguration would be required less often. By proper aggregation of the traffic and grouping
the wavelengths carrying traffic destined foe #tame end node, it is possible to further reduce power
consumption and latency by switchiagspectrum rangeyhole cores or even switching whotaulti-
corefibres. MEMS-based switches, piezoelectric bestaering switches and thermal optical switches
with switching speed o few milliseconds, insertion loss @f few dB, high port count and size
ranging from chip scale to one rack unit could fit these requirements.

2.6 Availability

In the networking worlda well-known figure of merit is the scalled xnines availability metric (e.g
5-nines), relating to 99 99.999% of availabilityFor data centres, this metric has been translated to
various tiers of data centre availability. Thus, the downtime fod#te centre is an obvious choice for

a figure of meritAs shown inTablel, 99.999% (5nines) availability relates to a downtime of approx.

5 minutesper year.Tier 4 datacentes areconsideredhe most robust and less pronefail. Tier 4 is
designed to host mission critical servers and computer systems, with fully redundant subsystems
(cooling, power, network links, storagetc) and compartmentaled security zones controlled by
biometric accessontrol methods. Naturally, the simplest is a Tier 1 de¢ste used by small
businesssor shops.
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9 Tier 1 = Nonredundant capacity components (single uplink and servers).
1 Tier 2 = Tier 1 + Redundant capgccomponents.

1 Tier 3=Tier 1 + Tier 2 + Dugboweredequipmentind multiple uplinks.

1

Tier 4 = Tier 1 + Tier 2 + Tier 3 + all components are fully faolerant including uplinks,
storage, chillers, HVAC systems, servate. Everything is dugbowered.

Tablel: Data Cente Availability and Tiers

Availability Downtime per year Data Centre Tier
99% ("two nines") 3.65 days Tier 1
99.9% ("three nines") 8.76 hours Tier 2
99.99% ("four nines") 52.56 minutes Tier 3
99.999% ("fivenines") 5.26 minutes Tier 4

From an availability point of view, a rating of datantres based on their availability metric could

seem straight forward. However, from an operations point of view, there is a big difference whether a
datacentreexperience®ne failure of 5 minutes duration, or 10 failures of 30 seconds duration. As
each failure requires repair times, reboots, data recovery and reassurance procedures. The actual
number of failure events should be included as a figure of merit as well.

As asummarythefollowing are somgarameters directly related with DCN availability:

i Mean Time Between Failures (MTBF)

Mean Time To Repair (MTTR)

Availability (calculated based on MTBF and MTTR)
Number of Failure events

T Number of affected datzentrecomponents

2.7 Bandwidth Density

Bandwidth densityis measured byhe ratio of network transmission bit rate (excluding the error
correction bits) per unit ofransmission media (e.g., spectrum, cosghich is sometimes called
bandwidth efficiencyor spectral efficiencyln DCNs, bandwidth density should not only takeo
consideratiorbandwidth densityt port/link level, but also the port dension the switch side

In order toidentify SpectralSpatial Efficiency $SH at optical port/link levelas a metrigcwe propose
a formula ésthe following equationgexpressing the aggregate Spectral Efficie(®§) of the entire
fibre divided by the area of its crosgction.

SESGM

E =
S S ACFOSS

where SEis the Spectral Efficiencyb(sHz) of each spatial mod&M the number of discrete Spatial
Modes, andAq.ss(MnT) the area of the crosection of thdibre. SMcould be the number of cores in
an MCF, the number of LP modes (single or dual polarizatiognifMF, the amount of elements in
an MLF, the number of multiplexed modes carryi@@M in a VortexFibre or the number of cores
multiplied by thenumber of LP modes ian FM-MCF.

With respect to the port densigg switch level,future 40100 Gb switches argrojected to use more
than 4,000fibres per chassis where parallel optiase used. These higfibre count requirements
demand higkdensity cable and hardware solutions that will reduce the overall footprint and simplify
cable management and connectidtigh port densities allow for better use of rack sp@osverand
square footage consumed by network hardware when both are in limited supply.

2.8 Network Cost Efficiency

The total number of transceivers will contribute significantly to the overall costthendumber of
transceivers could be several times higher than the number of servers, depending on the DCN
architectureA fattree DCNbuilt with 24-port off-the shelf switches supportingd36 ports will need
17,280 transceivers. The cost of transceiyegs Gbit/s in D is shown below iTables 2-4. The
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numbers are based on price quotes taken from the potgioet[transcost2014 and should only be
seen as very rough estimates.

Table2: Cost of 10G transceivers for Long and Short Range

10G transceiver SFP+ LR SR

Cost(USD)/Gb/s $10 $2

Table3: Cost of 40G transceivers for Long aBtiort Range

40G transceiver QSFP+ LR SR

Cost(USD)/Gb/s $50 $7

Table4: Cost of 100G transceivers for Long and Short Range

100G transceiver QSFP+ | LR SR

Cost(USD)/Gb/s CFP $100 $10

Cabling will contribute significantly to the cost a DCN. A 144fibre Trunk cable will cost in the
range of USD 600. In the above datmtreexample (Fatree with 24 pods and 24*144=3456 servers)
the number of required trunk cables is 24*2, so the total cost of trunk cablesd6G-B&D.

To provide a rough estimate of transceiver cost, we assume 3456 LR transceivers and the remaining
4*3456 transceivers are SR. Thus $10*10*3456 + $2*10*4*3456 = ;0600USD.

Besides the cost of cables and transcejikescabling complexity will alshavesignificantimpact on

the cost. In this regard, it is beneficial to make use of trunk cables evith 144 fibres, as the

installation complexity will be almost the same as for a sifigie cable. A useful figure of merit for

the cable installation cost the amount of long cablesau®ed to interconnect the DCHN we return to

the previous example, a standard-tfae network will require 8 56 @l ongdo <cabl es b
switches and core switches, but with a clever arrangement of pod and core swaitthe&ibres from

each pod could be managed by a singlefizt4 Trunk cable, thus reducingetcabling by a factor of

144.This way the employnent of MCF andMEF in COSIGN vill reduce the cabling complexity of

DCN significantly
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3 Data PlaneRequirements oflntra-DC Network

Based on the investigatiom COSIGN D1.11], this sectiorfirst reviews thee requirements, then
presetts a deep analysiof these requirements bindicating thé& KPI, impact to the DCN
performancenovelty, as well as the related functionalictually, this section intends to map these
high level and generic requirements with the COSHal& planepproach.

R-DP-01 Capacity

R-DP-01 Capacity

Description This requirement specifies both the aggregated and the link level DCN capac
link level DCN must support 10G to server today and in the near futur
COSIGN horizon, 40G to server linkgll be considered as well. On aggregatec
level, we have to consider the amount of server ports that have to be suppc
typical DCs. Few hundred thousands
largest DCs, bringing the aggregated capacity requirement to be conside
COSIGN to millions of Gb/s.

KPIs I data rate supported by server NIC card, switch interfacdilarefcable
I switch dimension and port density
{ bisection bandwidth

Impact High. The DCN capacity planning would have direct impact on amount of sel
that the DCNcould accommodate (which reflects the cost efficiency) and |
performance (e.g., implementation/response time;tesahd delay).

Novelty High. In previous DCN design, EPSs with different dimension and capability
structured in a hierarchical way, which causes the fundamental capacity cong
of DCN. By employingdfibre with high bandwidth/spectrum efficiency and optic
switch with hgh data forwarding/transmission capability @®OSIGN these
constraints would be tackled in a cefficient and poweefficient way.

Functionalities 9 Network resource utilizatiomonitoring functionality
Layer Infrastructure layer Physical.
Related DP The data planecomponent andDCN topology design musbe able to provide

requirements | enough bandwidth to interconnect servers, as weh@sonnectivity provisioning
scalabilityaccording to the dynamic data transmission requirements

R-DP-02 Latency

R-DP-02 Latency

Description Depending on the application, very low (microsecond) latencies can be requ
some types of traffic, while some other types can thrive with longer (ter
milliseconds) response times. It is therefore of the outimgstrtance to be able: ]
to provide the lowest possible latencies for the chosen flows and 2) to be ¢
distinguish the flows requiring the lelatency paths.

iAl ways ono |l ow | atency connectivit
a datacentreper specti ve, it would be val
bandwidth available between the nodes, but the bandwidth should also be
flexible so that it can be adjusted (cranked up or down) with very low latency.

KPIs 1 Round Trip TimgRTT) and Jitter
I Average hop count of serv&r-server path
I SwitchingForwardingdelay

Impact High. Latency is a critical QoS guarantee for cloud service/application

Novelty Medium. Packets suffer from unpredictable delay caused by queuing and cont
in current EPS based DCN design, and reconfiguration time of device and n¢
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(e.g., path)In COSIGN high bandwidthoptical connectivitywill be employedfor
elephant flowhich would reduce the congestion to mice floarsd further reduce
the endto-end packet delay for botlipes of flow

Functionalities

1 Per flow based service monitoring functionality

Layer

Infrastructure layet Physical.

Related DP
requirements

It is required that th&CN architecture coulgrovide endto-end high bandwidth
connectivity with few hopgespecially fewelectrical packetprocessingfor some
specific service/traffic flowsAlso, designing the DCN topology in a more flatt
way would help to reduce ttaveragehops of serveto-server path.

R-DP-03 Reconfigurability/Flexibility

R-DP-03
Description

Reconfigurability/Flexibility

Traffic flow characteristics will have a sifisant impact on the networl
performance. Most flows are small <kB and last only a few 100 of millisecond
requiring the network to beqgrovisioned at a very high rate.

Resource usage optimization is required for profitability. Resource optimiz
from the infrastructure owner perspective can come in conflict with the optimiz
goals of the deployed services. For example, workload optimizers tend to in
the amount of instances when the service experiences a peak in demand; fo
might be required to power on standby servers. Taking into account the we;
tear of frequent power on and power down operations is typically not part (
consideration of the workload manager, although it can be of outmost importa
the infrastructue operator.

KPIs

1 Path (e.g., bandwidth) provision flexibility and time efficiency
1 Switchreconfiguration time
I Servicel/traffic blocking rate

Impact

Medium. The reconfigurability and flexibility of DCN would significantly influen
its service/traffic accommodation capability, since the traffic in dzatre
(between ToRs and servers) varies quickly in time and space domain.

Novelty

Medium. Through mploying large scale optical switch, fast optical switch i
spatial division multiplexing (SDM) basdibres (e.g., MEF, MCF), the dimensio
of network resource and eito-end path provision will be increased significan
(e.g., hybrid SDMTime-division multiplexing (TDM connection).

Functionalities

1 Underlay (physical layer) resource utilization/performance monitoring
I Flexible endto-end path provision functionality

Layer Infrastructure layei Physical.
Infrastructure level CP layer.
Related DP The infrastructure should provide support for flexible resource allocation to s

requirements

the demands of different traffic flows and optimize resource utilization.

R-DP-04 Resiliency and HA

R-DP-04 Resiliency and HA

Description DCN data plane regl provide high service availability and minimize the amoun
systemic downtime events, i.ét is required to haven fully redundant network
paths between each pair of endpoints.

KPIs 1 Amount of disjoint path between end points (ToRs or servers)

T Network devicedailure (e.g., link or switch port) awareness time

Network devices switclover/reconfiguration time
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Impact High. An interruption of just seconds to normal data access can result in eng
cost to the business and if lengthy, may impadb isuch a degree that it canr
recover. By building resilience into the DCN infrastructure, the risk of sel
interruption could be reduced.

Novelty Medium. In DCN structure design, the infrastructure resiliency shoulc

considered properly to recerv from hardware layer failure. And a lot of previo
research on survivable optical network and DCN design could be refereed.

Functionalities

I Failure recovery functionality

Layer

Infrastructure layer Physical.

Related DP
requirements

It is requiredto have fully redundant network paths between each pair of endj

(e.g., servers, ToRgnd his is more related witBCN topologydesign

R-DP-05 Traffic isolation

R-DP-05
Description

Traffic isolation

DCN data plane should be capable of isolatihg traffic on the prescribe
granularityi workload owner, application, application transaction, application
etc. In addition to the physical isolation, the management and the perfori
isolation must be provided. Isolation here read more likegecdb request (virtual)
then a physical request. But there is also a requirement for physical isolat
parts of the data plane in the DC. For instance, physical isolation can be requ
some cases (e,gwhere we do not use overlays). This can beueed by fully
isolated paths, by using multiple coredibres, different wavelengths, etc.

KPIs

1 Dimension of network resources (spatial, time, spectrum)
I Granularity of resource allocation

Impact

High. Physical network isolation (e.g., path isolaticcguld provide a morg
trustable traffic isolation to support muténant cloud service.

Novelty

High. SDM technology and optical switches with different features could prc
different scale physical network isolation. Comparing with overlay basedct
isolation, it could provide more privacy, security, and robustness to isolation fi
to client.

Functionalities

1 Physical network isolation functionality

f Combined overlaypased and underlay(physichixsed
virtualization

network

Layer Infrastructue leveli CP layer
Infrastructure level Physical layer
Related DP DCN supported switching iehension weuld enhance the physical isolati

requirements

capability.

R-DP-06 Scalability and Extensibility

R-DP-06 Scalability and Extensibility

Description DCN data plane should support larsgale dataentres and allow the existing da
centreto grow organically, both in number of servers, in number of the depl
workloads, supported amount of traffic, etc.

KPIs 1 Performae/cost linearity to involve more serviwitches

I Topology/structure stability for involve more servers/switches

Impact High. The DCN scalability implicates the DCN performance stability (e.g., late
when extension happens, as well as the cost efficiency.

Novelty High. The DCN design with optical switches should be investigated to better (
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the scalability of optical switch dimension (e.g., spatial, spectrum) and
capability of large scale optical switch.

Functionalities

1 DCN structure extension functionality

Layer

Infrastructure layet Physical.

Related DP
requirements

The scalable structure design shiballow an easy way to extend with modu
subsystem, as well guarantee its flexibility.
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4 Optical Fibres

Opticalfibre is becoming a dominant transmission media for modernaataes. The vast number of
interconnections for scatat networks drives the need for compact cabling solufri0G, rackto-
rack communication in the dataentre and highperformance computing environments have
traditionally been the realm of VCSHiased transmitters, and mettiodefibre (MMF) primarily due

to their low transceiver cost.

However, with the rising cost, bandwidth and reach limitation (approximdi@lysh/s, several
hundreds ofmetres) of these MMFbased interconnections, moving to singledefibre (SMF)-based
interconnectins for even the shorter, ratdkrack distancesrpvides significant benefitdDue to its
simple structure and its prevalence for decades in the telecommunications industry, SMFdsst,low
commodity technology. A single strand filfre can support tes1(to hundreds) of terabits per second
of bandwidth. These high bandwidths per SMF are obtained not by a single traifiseciéieer pair,
but by a number of pairs, each operating on a separate wavelength of light contained in filrsame
throughWDM or SDM.

As a result of these characteristics, ShHSed interconnects provide a number of advantages over
MMF-based interconnects within the datntre contrary to the conventional viewpoifithere is a

large saving in cable cost and volume through multiple generations of networking fabric when the
bandwidth scales from 10GE, 40GE/100GE to 400GE. Thus, there is both a CapEx and OpEx
advantage. Thdibre is installed once for a particular interowect speed. Subsequent increases in
speed only require adding wavelength channels, with the lareénfrastructure remaining in place.

Fibre thus becomes a static part of the facility and requires only ¢irednstallation, similar to the
electricalpower distribution network. Considering the large numbefiloks and time and cost to
install them, this represents a huge cost saving. In addition, scalability in interconnect bandwidth is
greatly enhanced as wavelengths in the siilne are increasetbr higher speeds, and not the number

of parallel fibres, as would be required in an MMF interconnection. The maximum reach of the
interconnection is also significantly increased, along with reduction of count and patch panel space.

4.1 Single-Mode Fibre

Conpared tamulti-mode fibre Standard singtenodefibre (SSMF) hasa core diameter of typicallg-

10 pmcausing tighter requirements on mechanical alignment to optical sources and other components.
However, SSMF has longer transmission reach thalti-modefibre. This is particularly pronounced

at higher data symbol rates. Singh@de fibre is mainly limited by chromatic dispersion whereas
multi-mode fibreis mainly limited in transmission reach by mode dispersion. In the limit of
maintaining 95% of the pudsenergy within the timeslot given aBlihereB is the bit rate (or

symbol rate for higher order modulation formats) the transmission reach for Gaussian pulses as
al

function of B is given by: L =g le| , where b, ® 20 p82/ KT for standard singtenodefibre
¢ T2

[fmf:2013 [FOCS10) .

SSMF has a propagation loss of 2@B/km at 1.51.6 pumand is the technology of choice for most
telecom systems which means that a great host of developed and matured components for telecom
exist whch is compatible with SSMF. This includBsstributed Feedback las@DFB) lasersArrayed
WaveguideGratings (AWGS), high speed modulataste.

4.2 Multi -Mode/FewMode Fibre

Multi-mode filres are opticafibreswhich support multiple transverse guideddesfor a given
optical frequency and polarization. Sufthres supporttens oftransverse guided modésr a given
optical frequency and polarization (LPodes as irFigure 1), andthe number of guided modes is
determined by the wavelength and th&active indexprofile. Particularly forfibres with a relatively
large core, the number of supported modes can be very high. Launching lightrintt-aodefibre
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is comparatively easy, because there are larger tolerances concerning the location and propagation
angle of incident light, compared with a singt®de fibre. So, sich fibres can guide light with
poorbeam qualitye.g, generated with a highowerdiode ba), but for preserving the beam quality

of a light source with highdsrightnesst can be better to use fibre with smaller core and
moderatenumerical apertureeven though efficient launching can then be more difficult.

Also, the possible data rates and/or transmissioarliss achievable with sufibres arelimited by

the phenomenon aftermodal dispersianthegroup velocity depends on the propagation mode
(especially when having many modespropagéng), the modal dispersion, modal interference and
high DMGD, maling long-haul transmission simply impossiblEhe only way to deal with that is to
compensate those impairments through heavy MIMO DSP on the receiver side. In order to improve
this situatim, FMF has been proposgith-2013 . FMFs are irprinciple the same as MMFs, but are
made to carryewerLP modes, thus lightening DSP loatthe receiver end and making ledigtance
communication achievablgfm-mdm2013 [mdm16gam2013]. However, unavoidable imperfections

still set limits. There are 1SO standards like OM1, OM2 and OM3, which quantify the residual level of
intermodal dispersion, limiting the transmission bandwidihtebandwidth distance produit The
highest performance is achieved with OM3 2%t m | -gpmizedfibres, having a very precisely
controlled refractive index profile.

l=0,m=1 l=1,m=1 l=2,m=1 l=0,m=2

l=3,m=1 l=1,m=2 l=4,m=1 =2, m=2

. . -
. . » - LR
. $ —
l=0,m=3 l=5,m=1 =3, m=2 =1, m=23
. -
. K
- - ) . »
.
. 5 )

Figure 1. Some of the fundamental LP modes used in Nlbdision Multiplexing in MMF, FMF and FMVICF

4.3 Multi -Core Fibre

As their name impliesnulti-core fitres promise to significantly increase the bandwidth capacity of
fibres by providing more lightarrying cores than the single core typical of conventibbet. Multi-

core filres can be used to dramatically reduce the amount of space required and increase the
bandwidth of thdibre-optic cableused inDCNSs. Although MCFs are gaining increasing popularity
lately, the notion of having multiple singteode cores placed in a sdilere structure is not that new.

The first MCF was manufactured back in 19@f-core79. However,the demand back then was not
tremendous and the optical community not so mature to adopt it. Currently, MCF seems to be one of
the most popular, accessible,termsof designing and manufacturirigrosstmct2011], and efficient

ways to realize SDM. Many core arrangement styles for the inside of theseigs of thefibre

have been proposed{gure 2); the Onering [ring-mcf2013 and the Duating structure, the Linear

Array [line-mc£2013, the Twapitch structure and finally the Hexawa closepacked structure which

is also the most prominent. Examples of this style, with 7 cores and 19[tesesf2013 have

already been proposed and usecexperiments. Diameters of different MCFs vary between 150 and
400 & m, gdnegieim coierpitch valuedMulti-core fibres can deliver exceptionally high
bandwidth, capacity up to Pb/s, supporting at the same time spatiaicbapeels (i.e groups 6
samewavelength subchannels transmitted on separate spatial modes but routed together) and the
ability for switching also in the space dimension, other than time and frequency. For example, 3 cores
of a MCF could be switched together at first creatirguperchannel and then in the next network
node, one datatream propagating in one of those cores could be dropped or switched to another core
etc. In a real network environment, such a strategy could provide sufficient granularity for efficient
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routing and facilitate ROADM integration, and could help simplify network design since the modes
are routed as one entity, foster transceiver integration, (&@re a single source laser in the
transmitter and a single local oscillator in the receivand lighten the DSP load by exploiting
information about commaemode impairments such as dispersion and phase fluctuations. In addition,
MCFs have more or less the same attenuation values as common SMFs, so no extra amplification
would be needed when replacing thid infrastructure whichis quite crucialfrom a networkdesign

point of view.

The main and most important constraint to be tackledM@F design and furthermore in MCF

networks is the intecore crosstalkie,t he amount of optical signal p C
cores to a specific one, causing interference with the signal already propagating there. There are a lot

of studies ongoing on how to minimizgosstalk in a MCFstructure[lea-mct2011], [mctdesign

2017, showingthat crosstalk can be successfulljunterated by using trenckassisted cores (Step

Index), by utilizing thefibre bend and by keeping thigbre cores wellspaced. Othesolutiors
proposedareusing cores with different refractive indexes, resulting in a heteeagsnMCHh-mcf

2013, or even assigning {diirectional optical signals in adjacent cores to avoid lorgropagation

in the same direction inrder to reduce interference

Hexagonal close-packed structure  Two-pitch structure One-ring structure Dual-ring structure
(HPCS) (TPS) (ORS) (DRS)

Figure 2: Different MCF core arrangement designs

4.4 Few-Mode Multi -Core Fibre

The combination of a muttore fibre and a fewnode fibre, known as FeiMode Multi-Core Fibre
(FM-MCF) is becoming a very attractive SDM approach lately, singacorporates benefits from
both MCFs and MMFs without adopting all of their drawbacks-MMF has incresed capacity by a
factor of = (number ofores)x (number ofmodes). According téfm-mcf2014, more than 300 FM
MCF channels can theoretically be supported. However, the prime advantageM€FMompared

to MMF-FMF is the significantly lighter MIMO DSP requirentin the receiver side. As shown in
Figure3, a MMF carrying 6 LP modes requires quite heavy DSRH®eMIMO matrix, while in the
case of having 3 cores each carrying only 2 modesn#tex is much simpler and the DSP needed
less. As in MCFs, FMMCFs 6 mos't critical -aosepcmsstalk betaeerdteea | Wi
fundamental LPO1 mode and higher order modes, such as LP1] di®2mh a nutshell, FMMCF is a
very promising filbe technology for future SDM networks to deliver high capacity and scalability,
provided that efficienbutbound(Tx)/inbound Rx) data transmission ratesd mux/demux would be
available in the nexXtew years.

¢h h h h h h ¢h h
’If/y gh h h h h h gh h
/S éh h h h h h é h h
6 >

g hhhhh ¢ h h
\ —¢éh h h h h h é h h
\ gh h h h h h & h h

N
1 core x 6 modes 3 cores x 2 modes

Figure 3: DSP complexity tables for areiode MMF and a-&8ore 2mode FMMCF..

45 Multi -Element Fibre

Another fresh approach for SDM implementatiorussng aMulti-Element Fibrejn which multiple
fibre elementhave beemrawn and coated close together in a siegling[mefsdmoe2014[ met
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ecoc2013 as shown inFigure 4. Almost zero crosstalkhas beendetected betweethe spatial
channels. However, the greatest advantage of MEF over MCF and MMF tisetfibte elements can
easily be separated from the main strugtarel coupled using conventional SMF connectors to any
device of the existing infrastructure, avoiding thee of SDM mux/demux. That would keep the
overall cost and power budget of the netwiosk. Compared to MCRMMF, thedrawback of MEF is
that it deliverdewerspatial channels than other fibre approachelative to its dimensions

Figure4: (a) Crosssection of a 32lement MEF (b) Crossection of a felement MEF (c) Crossection of a 7
element Exdoped MEF used for conreumped amplificatiofpmefecoc2013

4.6 Vortex Fibre Carrying Orbital Angular Momentum (OAM)

An upcoming technology that could contribute in the new era of SDM is the so called Fidrefor

OAM multiplexing [oamofc-2014. Optical votices are light beams made of photons that carry
orbital angular momentum (OAM). In quantum theory, individual photons may have the following
values of OAM:

Lz=l h (1)
In Eq. (1), is the topological charge aid s P | a n c k 0 gheareticalsutlianited values of &
(N16, N14, N12, N1O, N8, N4 &), in principle,

multiplex-able OAM states(see Figure 5). These OAM modes can be multiplexed in single
wavelengths and then be multiplexed in the frequency domain (WDM) as well. Vbresor OAM
multiplexing are one of the most promising SDM solutions for the future netwagkst can
potentially scale with reduced crosstalk compared to FMF between discrete modes.

IIIII
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Figure 5: Multiplexing of OAM modes (SDM) gingle wavelengths and then multiplexing in frequency domain
(WDM)[oamnp-2017,[ oammdmecoec2012] ].[oamnp-2013 [oammdmecoc201] .

4.7 Hollow-Core Photonic Band GapFibre (HC-PBGF)

Instead of a solid core, HCFs are hollow ins@e seen irfrigure 6, containing airand waveguiding

is achieved via a photonic bandgap mechanism. Initially, HCFs were not intended to be used for SDM,
but as a substitute for SMRs nearly 90% of the light propagates through HIGF offers ultralow

latency (almok 30% reductioncompared toSMF), enormous decrease in ntinear effects,and
potential for extrdow loss, while at the same time suppagtseveral LP modes, the number of which
depends on the fibs dimensions and desigmdnihcpgtjlt-2014. Finally, HCFs are theoretically

found to have less loss around the 2n ar e a, opening a new frequency
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all, HCF seems to be the perfect candidate to conbidbld ModeMultiplexing and low latency for
future highcapacity latencygensitive networks, i.e.HPC networks and high frequency trading
applications.

Figure 6: (a) Crosssection of a singleore 37cell HC-PBGF able to carry ttee LP modeg¢b) Crosssection of
a Tri-core HCF for low latency singlmode transmissiofmdmhcpgfilt-2014

4.8 Comparison Analysis

Based orthe descriptionsabove,the features of differentfibres are compared ifable5, as well as
their preference in different DCNositiors. However,it shouldbe notedhat it is hard to say which
technology would havenajor advantageover otherswhen considering all these features and various
requirements in different scenarios.

First, it is clear thatr-MF/MMF, Vortex Fibre, HC-PBGF and MCF/MEF could providebetter
spectrum efficiency than others with negligible performance degradBiibfibres thatsupportmode
division would need more complex signptocessingtechnologies (g., MIMO), which would
increase the implementation difficultgnd costOn the other handiCF and MEF are more suitable
for interconnection between aggregate/core switchesto theirhigher spectrum effieincy while
SMF and FMF/MMFare moresuitablefor interconnection closingn theserver side (servep-server
and serveto-ToR) considering the cost efficiency (e.g., interfacing co€lj. course,with the
technology advaneeent and increasingcommunicationrequirementsthe cost of MCF/MEFRvould
go down andan optical switch may directlynterfae with MCF, which would make the SDMased
fibres more popularAlso, as discussed above, with HRBGF, lower endo-end latency could be
achieved.

Table5: Performance Comparisaoof differentfibre technologies

Technology
Vortex HC-
SMF | FMF/IMMF MCF MEF | FM-MCF Fiore | PBGE
Figures of Merit
Spectrum . . . . . .
efficiency low medium high high high high high
Can be | Can be . Higher | Higher
Fibre Loss standard CZQ gﬁﬂ'gw lowas | low as thlglr?gel\;lF than than
SMF SMF SMF SMF
Intra-Mode standard . . standa
Nonlinearity no low or high standard|  high high rd
Inter-Mode low to . . low t_o
. ; no . low no medium | medium | mediu
Nonlinearity medium m
Mode Coupling/ no low to high, | medium no high high mediu
can be m
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Crosstalk optimized

as low as . , . mediu
Cost low 1xSME medium | NxSMF | medium high m

: mediumto | low to . . .

DSP complexity low high medium low high high high
Preferenceof
DCN position
Serverto-Server , , mediu
(Intra-Rack) high high low low low low m
Serverto-ToR high high medium low low low mﬁ?'u
ToRto-Aggregate) ., low high | medium| medium | medium mediu
Switch m
Inter-cluster low low high high high high high
Inter-DC low low high high medium high high

The discussion below will further explore thenefits in terms of spectrum efficiency that may be
achieved by leveraging SDM based fibre technology.

So far, SDM theoretical and experimental research was based on total bandwidth, capacity and
aggregate spectral efficiency, not actually consideriagpiace domain. Needless to say, it is essential

to have a reference point in order to analyse a
better.In this sectiorwe aim to measure SE per cressctional area of thigbres (i.e., SpectralSpatial

Efficiency) [SDMsurvey2014

As definedin Section2, we calculated the Spectr8@patial Efficiency for 1Gibre structures, each of
which is implementing SDM in various ways. Théibees were reviewed qualitatively ithis section
Figure7 illustrates the SSE of those SDidre technologies for three discrete SE values, 1, 4 and 8
b/s/Hz. This figure depicts the expected trend fibaes with more spatial channels asthallercross
sectionusethe spectrum much more efficiently. Remarkable distinction is found between the SMF
ribbon and the MEFMF (5 and 5928 b/s/Hz/nfixiThat is due to the large difference betweensibes

of the crosssection of the fibre of the two technologies, although SMiRdle outnumbersNF-MCF

in Spatial ModesiIn the cases of thigbre bundle and MEF, coating diameters have been used, since
thefibres and the elements do nbavethe same cladding as the reétthe instances, so taking their
cladding diameter as a reference would be inaccurate. Adding coating diameters to tfighest
fibres would have madean insignificant difference to the final result, so we decided not to. The
outcome of the above evaluatiof SSE shows that there is enough room for future improvement in
SDM networks. Especially in reducing cable complexity and conventitmalmesh by having fewer
SDM fibres still offering the same and higher spectral efficiency and capacity services.
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As a summarythe SDM technologies are maturaoughto successfully @pe with most of those
requiremets. First of all, thereés a wide variety of SDMfibres to serve the network capacity
demandsand depending on those demarttle SSE figure of meritould be usedo determinewhich

fibre is more suitableNot to mention, to pass from an SNBsed infrastructure to the SDM era,
spatial multiplexers and elaultiplexers vould be needed as welh addition, a lot of SDM amplifiers

have been developed andoposed for MCF, FMF and other usedo meet the amplification
challenges in a SDM metro/core network. Of course, there is progress still to be made in order to end
up with a reliable solution. When it comes to reconfigurability, SDM ROADM experimental
prototypes have been already presernktedoffer scalability and successfully deal withigh number

of WDM and SDM channelsROADMSs are often the most crucial elements of metro/core networks,
thus it is an absolute necessity to have some solid SDM imptatize1s to rely on in the future.
Finally, resilience and failure recovery functions can be supported by an SDM network, since there are
a lot of spatial channels in parallelf for somereasonone channel fails the adjacentchannelcan

replace it instatty.

#1b/s/lHz w4b/s/Hz 8 bl/s/Hz
per spatial channel

So@®ee0®0) -

6000 -

5000 [-I

4000 1

3000 -

2000 1 8 f

1000 1 640 |

SMF 276-SMF 7-element 8-core Hollow-core Vortex fiber 7-core MCF  19core  7-core FMF  6-mode  7-core FMF

bundle* MEF* rectangular Fiber carrying MCF (LPO1,LP11)  FMF (3 (3 modes x
MCF OAM modes x 2 2 PDM)

PDM)

Figure 7: SpectraiSpatial Efficiency (b/s/Hz /nfinevaluation of various SDM fibres. The columns on each fibre
represent 1, 4, 8 b/s/Hz Spectral Efficiency per spatial channel respectively. Indication labels (middle column)
show the value of SSE for 4 b/s/Hz SE
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5 Interfaces/Connectors

Interface supported byswitches and connectors used to adapt the switch interface to the specific
fibres (e.g., multicorefibre) aredirecly related with theDCN designandits performancde.g., cost
efficiency, port density of switchedj this sectionfirst the potential interfaimg technologies utilied

by COSIGN optical switch providers, e.§.enture and Polatjill be investigaéd Also, one type of
spatialmultiplexerto interconnecMCF with SMF isreviewed which may need to be employed to
adapt the interface aCOSIGN optical switches and MCFAt last, optical interfaes which have
potential to be useth COSIGN optical switches amummarized, as well as their kesatures, e.g.,

loss, cost efficiency

5.1 OXS Connector/Interface

With the decisionto useribbon singlemode fibre, deciding which optical connector to use is
straightforward. The MTRJ only supports 2 or 4 fibres and has been made effectively obsolete by the
MTP connector family. The MTP connector is currently available in 4, 8, 12, 24, and 72 fibre densities
formult-rmode fi bre (50 g and4Bdz2 and 245fibre dansities foresinglade

fibre. The MTP Elite(low-loss) singlemode connectois availablein both 8 and 12 fibre densities.
Figure 8 presents the major features of various MTP connectés. high performance
characterizatiothe angled variant has been selected.

MM MT Elite® Standard SM MT Elite® Standard
Multimode MT Ferrule Multimode MT Ferrule Single mode MT Ferrule Single mode MT Ferrule
. T oy 0.25dB Typical (All Fiber
Insertion Loss el .'h YPict " ',‘[ T dB Typical 0 ximum
35dB Maximum 0.60dB Maximum 35dB Maximum Single Fiber)

Optical
Return Loss

Figure 8: Feature ofMTP Optical Connector

These MTPs ar@aully compliant withlEC Standard 61754 and TIA 60451 Type MPO.Therefore

the package concept is easily upgraded as high switch count devices are devdogiealvn in
Figure 9, a 12fibre MTP connector takes up less space on the front panel than the six duplex SC
connectors required for the same numbditots.

Figure 9: 12 Fibre SC Panel Density Compared to Eibre MTP Panel Density

The connector and jumpébre assemblies (making connection frahe chip to the bulk head easy)
are available from USConec in partnership with NAEN-1909 Rev 2.

Electrical

The OXS is a new product in a standard CFP2 ¢ase] . A new pirrout will be used, but the
intention is to keephe ground leads the same thestandard using 104 pin connector.
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The optical connection from the chip to the outside world itdpe. Industry requires the device to be
demountable by connector. An optical jumper lead will connect the chip intevfdeca bulk head in
the package walFibres can be ribbon omulti-corewith linear or hexagonal array core topography:

8 core linear arrangement 7 core hex arrangement

Figure 10: Multi-core Connector Arangement

At this stage in device development the fundamental fithipinterface anbedesigned to suit either
ribbon or lineamulti-corefibre technology by suitable design of the light guides on the chip in terms
of both dimensiorand spacing.

One option is leveragingl@exagonal core array layowhich can be envisioneds atwo-dimensional
interface This would however add cost, complexity and risk to the developmeshing the activity
outside the bounds of COSIGN. The focus is on having a 4x4 switch technology demonstrated within
the COSIGN project. Therefore lighatins would ideally be multiples of the resultingdesign bing

a linear8-core structure. Single fibsewith multiple singlemode core are not yet available, and
discussios related torack topography suggest that there is little advantage in develthigsgn the

short term.

Thus the design will focus on a slightly larger footprint of singlade ribbon fibreThe iibbon is
standard on a pitch of 250 um centres. Whitstd 8fibre ribbors are available, the general standard
is now 12 fibres as showinFigurel1. Thi s has been adopted, thus havi

12 fibre Ribbon

Figure 11: SingleMode Ribborfibre Design

5.2 Beam Steering SwitchConnector/Interface

The Polatis DirectLight optical circuit switch uses standard (SMF28e compatible)-siadkfibre
internally andthereforecan present the optical ports to the user in a wide variety of standard connector
formats.

For the datacentreuser, the most popular are LC/UPC duplex connectors for low cost, loss and
repeatability, together with compatibility with SFP+ transceivers. A recent addition is the LC/HD
(high density) variant which uses pull tabs on the connector to allow minimeingpbetween
bulkheadadaptos. However, the connector format still requires significant isgkce compared with
multi-fibre formats

Developments in muHiibre connectors (MPO/MTP) now offer potential for lower loss mass
connectiori down to 02 dB for the MTP Super HEe - but at a premium.

For the nominally 400400 port optical circuit switch being developed by Polatis in the COSIGN
project, the front p a n-enbunt khadsig Wauld berat lemst X2 tRb witha r d 1
LC/UPC connectors, 8RWith LC-HD connectors and potentially less than 4RU with MIP

connectors.
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5.3 Spatial Multiplexer
Connecting between SMF aMICF is made simplith the development ahe MCF fanout products

In [sevencore-oe1(] , fibre-based TMC was utilized to couple signals into and out of the MCF.
Because several cores are densely packed in a small region, the connectivity of each individual core
between MCF becomes vedjfficult. For example, splicing of the MCF requires careful precision
alignment. Practical use of MCF requires coupling of signals into and out of each core independently.
To overcome this problem a new TMC is designed and fabriddtedtructureof whichis illustrated

in Figure11l. The TMC preserves individual cores at both ends of the conneatidiseven single
corefibres are tapered together to match the MCF spacing. One end of the resulting taper can then be
connected to the-@ore MCF via fusion splicing, while the other end consists of seven individual
singlecorefibres. It should be noted that the TMC is differenvrfr a taperedfibre bundle (TFB)

which is often used for coupling pump light sources into claddingpedfibre lasers and amplifiers

As shown inFigure 12, the TMC keps the individual cores at both ends of the connection, and so
preventscrosstalkor optical power coupling between cores. In contrast, a TFB merges light from
multiple coresnto a single core

To achieve low crosstalk and low insertion loss in TMC,pac&l singlemode fibre is used.
Experimental results for insertion loss and crosstalk of two sewenTMCs are shown ifiable 6
[sevencoreoe-10] . The insertion loss for each connector of the TMCs ranges from 0.38 dB to 1.8 dB,

and the crosstak bet ween cores is |l ess than 138 dB. The
be readily reduced by improving core matching.

/( Cores match at

T™MC splice

Figure 12: Schematic diagram of tapereadulti-core fibre connectorg sevencore-oe-10|

Table6: Insertion Loss and Crosstalk of TM(3svencore-oe-10]

TMC #1 TMC #2
Core # Loss (dB) | Crosstalk (dB) | Loss (dB) | Crosstalk (dB)

Center core 1.6 0.38
Outer core 1 1.8 -37.9 1.6 —40.8
Outer core 2 1.1 -39.0 0.9 -393
Outer core 3 1.4 —41.1 1.2 —43.8
Outer core 4 1.8 —39.6 1.0 —41.8
Outer core 5 1.3 —42.1 1.3 —41.8
Outer core 6 1.4 —38.7 0.9 —43.8

Average 1.48 —39.8 1.17 —41.8

5.4 Summary

Optical interfaces and connectors play a quite critical and essentiah riokerconnedng fibre and
switch interfacesTo determine the interfacing technologies to be dsedptical switclesin DCNSs,
we needo consider not just the current fabricating technologgstraintsbut also the cost efficiency
and th& scalability requirementAlso, switcheswith different featuresnay fit in different network
positiors where interconnectiorrequirementsvary. In this casepne specific switchmust facilitate
more than oneinterfacing technologyto satisfy different networkng requirements Table 7
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summarizes the potential interfaceich will be implemented irthe large-scale core switch (by
Polatis) andhe optical crossconnectbased fast optical switch (by Ventureltire COSIGN poject.

Regarding thedfigures of merit, insertion losswill limit the signal reach while scalability mainly
concerns theswitch port density and capacityAs shown inTable 7, the beam steeringvgitch from
Polatiscould support LC/UPC and MTwhich aresuitable for interackandinter-cluster respectively
considering their cazity and scalability features. Fte optical crosgoint switch (OXS),its ns
level switching capability and dimensions make it perfecirfma-rack and interackcommunication

Table7: Interfaces will be supported by Polatis and Venture switch

Beam Steering @iitch OXS
Supported LC/UPC | MTP Elite SMF
Connector/Interface
Figures of Merit
Loss(db) 0.1 0.35 Low /zero
Scalability Low High 8x8
Cost efficiency High Medium | Not known yet
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6 Optical Transceiver

An optical transceiveis acomputer chip that usdibre optic technology to communicatth other
devices. This is opposed to a chip that transfers information electrically through metal wires and
circuits or by the process of using various wave forms to communicate data. An optical transceiver
chip is a IntegratedCircuit (IC) that transmits and receives data using opfiitale rather than
electrical wire.Optical transceivers are typically used to create high bandwidth links between network
switches.

Many different kinds of transceiveaseavailablefor usein DCN and telecommunicatiomapplications
The different specs and designs are wideded to meet the changinggquiremerd of services. Some
widely deployedtransceiversare available for tlese particular purposs, andin this sectionthe
existingoptical transceiver technologies are reviewed

Existing optical transceivers in data centres are usually offered in pluggable or board mounted
packaging. According to the IEEE Standard for Ethernet, different optical interfaces for Short Reach
(SR), Long ReachLR) and Extended ReadkR) have been defined for different data rates. Detailed
specifications of these opéitinterfaces can be found [iBthernetieee2017 . In general, two types of
optical technologiesdve been deployed, namely VCSBasedmulti-modeoptical transceivers and

DFB based singlenode optical transceivers.

The common data rates at which these optical modules operate vary from 1 Gb/s up to 100 Gb/s.
Current demand lsanot been enough tpustify the cost and complexity of higher order advanced
modulation formats, therefore until now only simple amplitude modulation has been used. Capacity
scaling has been achieved by increasing the lane rate fromsltdsbd Gb/s and 25 Gb/s, as well as

by using parallel or WDM (Wavelength Division Multiplexing) channels for obtaining aggregase rate

of 40 Gb/s and 100 Gb/s. All the links in data centres are -fmpint, thus bidirectional
communication is attaineaer duplex MMF or SMHinks.

Commodity VCSELs are cheap, easily integrated, consume low power and can operate uncooled,
hence they are a proper choice for data centres. Due to the ease of direct coupling with the relatively
large core of MMF %0 pum), they use MMF as a transmission medium. However, as a result of
dispersion their reach is limited to relatively short raagplicationof up to around800 m on OM3

and around50m on OM4 for 10 Gb/s. Furthermore, relaxed coupling requirements as in 40aGd/

100 Gh/s optical transceivers cause their reach to be limit&@Qtan on OM3 and150 m on OM4.

The record bit rate demamated with VCSELSs is 64 Gb/s [64gset2014, but commercial directly
modulated VCSELs exist only at 10 Gb/s. Since they anénsically incompatible with WDM,
bandwidth scaling results with physical equipment scaling and higher aggregate rates are realized by
deploying parallel transceivers anuulti-mode ribbon fibres. The future challenges for this
technology are the reacimitations due to dispersion, which will become even more important with
further increase of the data rate. Shifting frB60 nm towards1310nm and singlemode operation

holds the potential for both extended reach and WDM enabled operation.

To surpass # reach limitation of VCSEL based transceivers, DFB lasers combined with SMFs are
used for LR and ER in data centres. They operate in two transmission wirddB#@sm and 1550

nm. Although the loss at310nm is twice the loss atl550nm (0.4 dB/km versus0.2 dB/km), the
dispersion penalty of operating 4650 nm is much higher than the penalty #4810 nm and
considering that this penalty has a quadratic increase with the symbdl3&eym has been chosen

as an operating wavelength for 40 Gb/s and 100s Ghodules. Bandwidth scaling for 40 /&ls
achieved by using CWDM (4% Gb/s chanrg) and LAN WDM for 100 Gb/s (426 Gb/s channels).
Transceivers for ER in general use external modulation, while recent advances in low threshold
directly modulated DFBasers has led to shifting from externally modulated to directly modulated
DFB lasers for LR application. Although these transceivers may have some advantages over VCSEL
based transceivers, they are in general more expensive and may require coolingidn, aduen

comparing their footprint and power consumpti on
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data centres, DFB based transceivers have the drawback that they consume more power and have
larger footprint than VCSEL based interconnects.

In general, an optical module consists of a laser driver circuit, a VCSEL or DFB laser and an optional
external modulator for the transmission tpand a PIN photodiode with TI&or receiving data.
Additionally, retimed eletrical interfaces may havelock and Data RecoverfCDR) blocks included

in the module. Usually, 10 Gb/s electrical interfaces canrbestimed however 25 Gb/s electrical
interfaces require a CDR for each electrical lane. Some of the earfgld/8Gmodules that operated at
4x25Gb/s buthad toface electrical interface of ¥Q0 Gb/s also had a gearbox included to perform
10:4 and 4:10 operation. Another type of optical transceivers that has been mainly proposed for
metro/access networks, but could also be used in data centres arevieasdased ofrast Tuneable
Lasers(FTL) and Burst Mode Receivers (BMR)Having this type of transceivers enables-sub
wavelength access to network resources and efficient bandwidth utilization.

Also, this section provides a brief review of the currentlabke bandwidth variable transceiver which
is widely discussed in future flexgrid telecommunicatiometwork scenar®

6.1 Existing 1 Gb/s and 10 Gb/®©ptical Transceivers

The 1 Gb/s and 10 Gb/s optical transceivers conafémv pluggable packages, likeFR (L0 Gigabit
Small Form-Factor Pluggable), SFPSmall Form-Factor Pluggable) or SFP+ (Enhanced SFP). The
standard SFP+ dimensions are %3.4.8x119 mm and power consumption is usually beloW1sfp-
10g-2014 . More specification of commercial available 1 Gb/s and 10 Gb/s optical transcaieers
summarized as follosv

1 The SR module for 1 Gb/s and 10 Gb/s optical transceivers consists of directly modulated
VCSEL laser aB50nmand a PIN photodiode. The reach of SR transceivers is limitddCto
mon OM3 MMF andb50m on OM4 MMF.

1 The LR module uses a directly modulated DFB laser, operatii3Hd nm and a PIN
photodiode. This module uses SMF and can smoto10 km distance.

Regarding the scaling capabilithet parallel architecture is not very efficient when network scaling is
observed and resuliis new fibre deployments that are spatially inefficient and caguitte expensive

In addition, transiting from electrical to optical switching in the data centre might not be
straightforward with this solutiondue to the linear increassf interfaces needed for each new
connection.

6.2 Existing 40 Gb/sOptical Transceivers

To provide 40 Gb/s data rateeither spatial or wavelength multiplexing is requifdtese transceivers
usually come in a QSFP moduith dimensionsof 72.4x18.4x135 mm[gsfp2014 . In particular,

1 The SR module for 40 Gb/s optical transceivers consists of four directly modulated VCSEL
lasers aB50nm operating at 10 Gb/s and four PIN photodiodes. Eight MMF fibres are needed
for duplex communication, so usually a ribbon cable consisting of 12 MBlksead. The
reachdue to relaxed couplings limited to100m on OM3 MMF and150 m on OM4 MMF.

The typical power consumption for the latest packaging QSFP2 of this type of optical module
with un-retimedelectrical interface is below3W.

1 The LR modulausesfour directly modulated DFBasers, typicallyoperating uncooledt 1310
nm with 20 nm spacing (CWDM grid) and four PIN photodiodes. Two SMFs are needed to
support bidirectional communication up 10 km distance. The typical power consumption
for thelatest QSFP generation is belovs 8v.

6.3 Existing 100 Gb/sOptical Transceivers

The 100 Gb/s optical transceivers come usually in CXP or CFP packaging. The standard CFP
dimensions are 144x82x136 mm, however latest versions such as CFP4 can be as small as
92x21.5<9.5 mm|[cfp-2014 .
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The Ethernet specifications for the 100 Gb/s transceivers define the-SROG standard where
special multipleing is used in the same way as for 40 Ghisaddition, the current development of
VCSELs operating reliably at 25 Gb/s has led to developing the -BBM5 standard, where
wavelength multiplexing is exploited to achieve the desired data rate and resamégbre link that
has been used for 10 Gb/s. The most common long reach solution is as specified-ifiR40OGBere
wavelength multiplexing of four wavelengths in th&l0nm band with increased data rate of 25 Gh/s
is usedln detait

1 The SR module opal transceivers consists of ten or twelve directly modulated VCSEL
lasers at850 nm operating at 10 Gb/s. 20 to 24 MMF fibres are needed for duplex
communication, usually bundled in a ribbon cable. The reach is limité@QGan on OM3
MMF and150m on OM4 MMF. The typical power consumption of this module is beldw 3.
W.

1 The LR module uses four externally or directly modulated DFB lasers, typically operating
cooled at 25 Gb/s. The nominal wavelength340nm, andthe four channels are spaced with
800 GHz spacing (LAN WDM grid). Two SMFs are needed to support bidirectional
communication up td0 km distance. The typical power consumption of the first generation
CFP was around0 W, however latest generation products can consut&donly. Though
not standardized by IEEE, a £00 MSA module in CFP packaging with 10 electrical and
optical lanes, each 10 Gb&dso exists. The nominal operating wavelength580nm, and 10
DFB lasers are used with two SMF fibres for distances up ko (10 km). This nodule
consumes slightly belo@0W.

1 The ER transceivers are also based on four DFB lasers, usually externally modulated at 25
Gb/s and operating cooled E210nm with 800 GHz spacing (LAN WDM grid). SMF is used
as a transmission medium with updtdkm transmission distance.

6.4 Recent Approach on Bandwidth VariableTransceivers

BVT is a key enabling technology fduture Elastic Optical NetworkingEON) [eoncm-2017. These
new networking paradigms require transceivers operain a flexible wavelength grid (e,gl2.5
GHz wide frequency slots with 6.25 GHz granularity fortoefrequencies of the slgtendare able
to accommodate traffic needs by flexibly adapting spectral efficiency, bit rate and reach.

The choice of architecture (e.g., traafé between complexity in the electrical and optical domain)

will also determine the most suitable technology tolemment BVTs. Network operators would like to
leverage the benefits of flexible transceivers, however without accepting a premium on capital
expenditure. Hence, one of the main challenges for research and engineering is-¢#fiicievst
realization of flible functionalities required in future networks. The ana@lectronic and
optoelectronic parts of a transceiver are usually designed for a specific target symbol rate. It is
therefore sensible to assume that a-effstient realization of a BVT opetes at a fixed symbol rate.
Under this assumption, several approackewst to realize flexible variation of the three key
parameters of a transceiveihich are: SEbit rate and readvtcm-2015.

Multi-carrier solutions such as coheref{DM, CO-OFDM, NyquistWDM, as well as dynamic
OAWG have been proposed as possible transponder implementations for EONs. These solutions rely
on the generation of many lespeed subcarriers to forbroadband data waveforms using lower
speed modulators so that tergh#-second data can be generated using lower speed electrosics at

40 Gbaud. Despite the similarity of multicarrier signal generation betwee@KIIM, CO-WDM,
NyquistWDM, and OFDM trasmitters, there are fundamental differences with respect to their
operaton principles and capabilitigbvt-cm-2015.

1 The main ideaf NyquistWDM is to minimize the spectral utilization of each channel and
reduce the spectral guard bands required between WDM channels generated from independent
lasers. Using aggrsiwe optical prefiltering with spectral shape approaching that of a Nyquist
filter with a square spectrum minimizes the channel bandwidth to a value equal to the channel
baud rateRoot raised cosin€RRC)is a popular choice for the putsbaping filter.Matched
RRC filters at transmitter and receiver reduce ltitersymbolinterference(ISI) due to the
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narrow filtering. The channels are then packed closely together such that the subcarrier
spacing is equal to or slightly larger than the baud vatel the bit rate carried by each
NWDM subcarrier can be programmed individually (e.g., Bgying the modulation format
However, significant power penalties arise from setting the channel frequency spacing equal
to the baud rate, which requirdsorward error correction(FEC) to achieve errofree
performance. Hence, a tradff exists between spectral efficiency andter-carrier
interferencdisi-2017.

1 In CO-WDM systens [cowdmleos2009[cowdmoe-201(, to maintain orthogonality between
subcarriers, th&€€O-WDM subcarrier symbol rate is set equalthe subcarrie frequency
spacing. This restricteach modulator to generating only an integember of subcarriers.
Additionally, for bothOFDM andCO-WDM, the chromatic dispersidimlerance scales with
the subcarrier data raiastead of the total bit ratEoofdmoe-200§. However, the usef
lower-bandwidth subcarriers (~100 MHz) @FDM causes high pedk-average powenatios,
which increases susceptibility to nonlindarpairments. Thdarger subcarrier bandwidths
(~1G' 40 GHz) typically used in O-WDM have alower peakto-averagepower ratio with
comparablgerformance to isolated singbarrier systemgowdmoe-201Q .

1 Optical OFDM is based on the transmission of multiple orthogonal subcarriers, which can be
independently modulated by different formats. The orthogonal subcarriers are overlapped in
the frequency domain, providing a higBE In alloptical OFDM, the frequency
multiplexing/demultiplexing is performed in the optical domaind the number of subcarriers
is limited to minimize cost and complexitiglectronicOFDM systems are based on DSP, and
the OFDM subcarriers are generated in the electrical domefioreb optical modulation,
exploiting an additional module witlespect td-igure 13 [bvtcm2015. Thus also compared
to all optical OFDM, a finer granularity (on the order of hundreds or even temegdhertz)
and narrower subcarrier spacing can be achieved, yielding unigue bit rate/bandwidth
scalability and spectral domain manipulation capability, with- safd supegvavelength
granularity, and thus suitable fdEONs. A key element for enabling thé&ansponder
programmability and reconfigurability is the DSP, which allows adaptive modulation format
selection at each subcarrier, and variable code rate and reach, according to the traffic
requirements and channel profile. Both remherent and coheremptical frontends are
considered for the programmalflex subcarrier module. Either intensity modulation or linear
field modulation can be implementeduse simple direct detectipfor a costeffective BVT
design suitabledr metro/regional networksn this case the coherent receiver stagEigdre
13is replaced with a single photodiode. On the other hand, cohef®ROD1 makes full use
of the optoelectrornt frontends described iRigure13. By combining coherent detection and
DSP, the tolerance to transmission impairments can be sigtificamhanced, achieving
ultimate performancgovtcm-2013.

1 With OAWG, the coherent combination of many spectral slices generated in parallel enables
the creation ofa continuous output spectruf®DMsurvey2015 In this case, arbitrary
bandwidth singleand multicarrier channels can be generated, in which each channel can be in
a different moduléion format The versatility of this signal generation technique enables
customization of generated waveforms over the total operational bandwidth of the transmitter.
This enables avoiding large petikaveragepower ratios and incorporating pcempensatn
for impairments such as chromatic dispersion. OAWG also removes the restriction that the
modulator bandwidth must be a multiple or subltiple of any generated chiael or
subcarrier bandwidth.
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Figure 13: Flex subcarrier mod@ building blockgbvtcm-2015

6.5 Summary and Comparison Analysis

The overview given above refers to the specifications in the Ethernet standard related to the different

D1.2

means oproviding various data rates and their practical realization in terms of éreesscandibres

used.Table8 summarizes some of the most important characteristieaah alternative for 10 Gb/s,

40 Gb/s and 100 Gb/s. It can be seen that VCSELs provide the cheapest and most energy efficient
solution, howevethey have limited reach and in generataling to more WDM channels is more
difficult at 850nm, as it requis speciafibre engineering due to dispersion. On the other hand, DFB
based transceivers can have higher power consumption, but provide intrinsic support for WDM and

extended reach.

Table8: 10 Gb/s, 40 Gb/s and 100 Gb/s Ethersmtcifications

Standard Transmitter Fibrelinks | Channel datg Aggregate datg Power
rate [Gb/s] rate [Gb/s] consumption [W]

10GBASESR VCSEL MMF 10 10 1

10GBASELR DFB SMF 10 10 1
40GBASESR4 4 x VCSEL 4 x MMF 10 40 1.5
40GBASELR4 4 X DFB SMF 10 40 35
100GBASESR10| 10x VCSEL 10 x MMF | 10 100 4
100GBASESR4 | 4 x VCSEL MMF 25 100 4
100GBASELR4 | 4 x DFB SMF 25 100 5
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D1.2

In addition Table9 summarize the characteristics of existing BVT solutidrhesetechniques present
different levels of spectrafficiency and complexity. The choice of transmisstechnique may
depend orthe particulascenario, and can be influenced by the linksaffatdable or required costs.

Table9: BVT Transmission techniques and characteristics

WaveformGeneratioriTechnique Transmitter/Receivdmplementatiorcomplexity
Nyquist | NyquistWDM combines many| Mainly driven byDAC/ADC and DSPis required
WDM independently ~ generated  chann( in receiver sidde.qg., electronid a n d wiOdb!t H
togethermwith a minimum guard band symbol rate)
Sampl i nsymbolate e O
Optical | Generatesmany lowspeed subcarrier|] Mainly driven byDAC/ADC and DSP(e.g., IFFT
OFDM using an IFFT toensure orthogonality] processingsamplingrate >symbol rate, in receive
mainly driven byDAC and DSP sideelectronicbandwidth 0.4 symbol rate).
Sample rate: onsample per symbol
OAWG | OAWG operates over a continuol Mainly driven byDAC/ADC and DSP
gapless  spectrum, enabling t .
generatiorof any combination of single gsoglde(r{;?ﬁleég]gev?;ﬁl amplitude and phase ov
carrier or multicarrier waveforms P 9
CoO CO-WDM operates by combining mar Mainly driven byDAC/ADC and DSP
WDM orthogonal subcarriers together to forn
seemingly random waveform
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7 DCN Scenarios withOptical Technologies

Following the review andcomparisonanalysisof optical technolodes this sectiorprovides imput to
the DCN structuredesign and system leveperformancecomparison First, a DCN scenariois
presenteditilizing a fast optical switch, large scaliore switch and SDMbasedibres. This structure
could provie serveto-server(within the same raclk)ptical TDM interconnectiorthrough intrarack
fast switch, andOCS or optical TDMconnection for interack communicationAlso, it is worth
noting that thee could beseveraldifferent desiga depending on the technologies availadte more
scenarig will be discussedn D1.4 [3], including shorterm, midterm, and longerm scenarig
Finally, the benefit ofleveragng optical technology(e.g., optical switches with different capabilities
and SDM based fibresy future DCNis investigated especiallyregardng DCN topologyscalability,
capacityand power consumptiorSince some ofthe network elementdevices and control plane
solutiors in COSIGN are still underdevelopng/manufacturing other figures of merit discussed in
Section2 will beaddressd in future deliverabkethrough data planand control planelemonstrabn

in WP5.

7.1 PossibleDCN Architecture 1

7.1.1 DCN topology

Considerng the requirementsof future DCs ad the advantage ofabove mentioned optical
technologies utilizing optical switches andDM-basedfibre for intra and interrack connections
could lead into a scalable architeiet with serverto-sener capacity On the Tx side, which means
inside each NIC, cheap lepower consumption VCSEL arrays could be uséd.proposed
architecture is shown ifigure 14, and it is worth noting thadll-optical ToORmay consist of three
switches. One OCS switch for long duration flows, serving both -ratk and intefrack
communication demands. There areesal/scenarios of what this OCS switch coulddg., AWG,
Wavelength Selectivevidtch (WSS. In addition, two ultreast switches are used foptical TDM
connectionto avoid the overhead dtlectronic packetheader processing, one of which will be
dediated to intrarack communication and the second for irgegk. This selection ismade because
thelarge volume ofervertraffic (~80%)usuallywill staywithin the rack. However, this large traffic
volumemaybe distributedbetweerdifferent servers andivided into short data flows, making optical
TDM switching the most suitable solution. Furthermores¢idlCs will be fully-programmable and
hybrid, supporting bottOptical TDM and OCStransmission They will have electronic buffers
integrated that wilbggregate traffic from each server to any possible destinations and either send it
throughoptical TDM or OCSconnectionTo interconnecthe server withfoR switchor ToR switch
with largescale core switch, SDM based fibre and SDM based multiplexed beuleverageavhich
could ease the cabling complexity with increased bandwidth delmsagdition, to interconnect TaR
with large scale optical switelg both star andneshtopology could beemployed but with different
performanceTheir capacity andcalability will be analysed in the following subsection
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Figure 14: Proposed architecture utilizing SDM technology and Optialtches

7.1.2 DCN Scalability and Capacity Analysis

In this section a scalability analysis considerseyeral instances of the above architectural design is
presented. The scenarios investigateterms of scalability vary from star and full mesh to spead
topologies with diverse technologjasot only o the Tx/Rx side but alsmegardingfibre types.We
consider pure SDMasedarchitecture utilizing cheap energgfficient VCSEL-based transmitters,
large poricount space switches as ToR and central switches and MCFs for theAlsdkkgonsidered

are WDM or WDM with SDM architectures where WDM Tx/Rx@e needed along with WSS as
ToRs. Those architectures usually offer more flexibility in switching while requiring more expensive
equipment.

The results of the analysis are preseindtie figures below.

Figure 15 shows the number of active and passive devices requiredMesh SDM 4x25G and the
Star SDM 4x25G with overlaid switchéstacked switchegjemonstrate g similar scalability, and
they are both éasible as far as port coustconcerned. Best performance is shown by star SDM
WDM and star SDM with mulicore switching, both with 30 overlaid switches in the centre, which is
actually a spindeaf topology. The mesh WDM solution is not ditg comparable with the otheras

it uses WSSs instead of a space switch, even though it isagutgressivedesign for the future

Figure 16 shows the scalability of the switches and the number of ports required to intercannect
certain number of servers and racks in a cludtes apparent thathe meskbased DCN designs
require considerably larger number of devices, active such as WSS aside psisch as SDM
mux/demux $patial Multiplexe). Apparently, the considerable advantage of having anfeh
topology is alwaysavailable alto-all connectivity with lower blocking probability. That would
definitely fit and serve well HPC and parall@naputing systems where time boundaries are strict and
there is no span for errors;transmissions or long buffering of data exchanges.

Figure 17 ill ustratesthe number ofibres needed for each architectule.is worth mentioning that
different kinds of MCFs are used in the separate cases, depending on the Tx interfaces of each
scenario. For example, for intrack connections,-dore and 1&ore MCFcan be used to fit exactly

the Tx modules in the NICs. Then different MCFs can be used forramtkrcommunication, for
instance 3<tore or even more. The strong point here is the fact that the numbbresf SMF or

MCF, in all full mesh topologies ates aggressively with the number of racks per cluster, soaring for
example above 9000 for 100 racks.
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